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eters of the system tend to change unexpectedly. Existing offline nonlinearity models are
computationally intensive and may be not suitable under system perturbations. In this
work, for a class of piezoelectric actuated (PEA) system, a new online neural-network-
based sliding mode control (OLNN-SMC) scheme is developed to obtain robust adaptive
precision motions. The nonlinearity of the PEA system is identified online and compensated
using singularity-free neural networks (NNs). To alleviate the residual NN approximation
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Robust adaptive control errors and meanwhile maintain robust stability under external disturbance, a feedback
Sliding mode control sliding-mode is synthesized into the control law. Considering unknown and varying distur-
Disturbance rejection bances, an adaptive mechanism is designed to achieve robust adaptive motion tracking.

The controller is implemented and evaluated through experiments on a PEA platform.
Results show that the proposed OLNN-SMC is superior to existing proportional-integral-
derivative control with disturbance observer (PID+DOB) and adaptive sliding mode control
(ASMC) in terms of sinusoidal tracking and disturbance rejection. In particular, the root-
mean-square (RMS) errors for sinusoidal tracking at 0.1-10 Hz using the proposed
OLNN-SMC are reduced by 83.5% compared with the cases using PID+DOB or ASMC.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

Precision motion tracking has become increasingly important due to the rapid expansion of micro/nano-fabrication,
microrobotics, microassembly, etc [1-4]. Due to the merits of rapid response, high accuracy and large driving force, piezo-
electric actuators are widely adopted to provide precision motions in the above applications [5]. However, inherent nonlin-
earities of creep, hysteresis, and friction (in stick-slip stages [6]) of piezoelectric actuated (PEA) systems seriously influence
the output motion precision [5,7]. In addition, unexpected disturbances may severely damage the stability of the whole sys-
tem in operation [8]. Hence, control approaches to compensate nonlinearities and reject disturbance should be investigated
to improve the motion accuracy of PEA systems.
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To achieve ideal cancellation of nonlinearities, appropriate mathematical models and control laws have been developed
for PEA systems. Comprehensive surveys can be found in [5,9,10]. In terms of hysteresis cancellation, these works can be
roughly classified into two categories as: i) feedforward control with hysteresis model and ii) feedback control without hys-
teresis model. Feedforward control laws are derived based on inverse models to compensate the nonlinearities [7,11-13].
Besides, inversion-free predictive controllers based on neural networks have been proposed to relieve computation burden
for inverse models [14,15]. Feedforward controllers are effective and efficient provided that offline models are available and
accurate [9-15], however, environmental perturbations (i.e., temperature or load change) will lead to system parameter vari-
ation. In these cases, offline models identified or trained in advance will not fit the actual systems. As a result, feedforward
controllers based on these models will not perform as expected.

For feedback control, tracking performance can be guaranteed by treating the nonlinearities as unmodeled dynamics or
unknown disturbances [5]. Robust H,, controllers were implemented to eliminate the undesirable nonlinear effects of PEA
systems in [16,17]. To enhance the stability under unknown hysteretic disturbances, sliding mode controllers (SMCs) were
widely studied [18-21]. A sliding mode observer with a proportional-integral-derivative-based switching function is used
for tracking control of PEA systems in [18]. By estimating the hysteresis effects using a perturbation estimation technique,
a sliding mode robust controller was proposed in [19]. However, to satisfy the reaching conditions in SMCs, model pertur-
bation range needs to be known clearly. To overcome this shortcoming in SMCs, adaptive laws are usually introduced for
parameter adaption to synthesize robust adaptive controllers [1,20,21]. An enhanced adaptive sliding mode control was
developed for PEA systems to obtain both chattering-free transient performance and final tracking precision in [1]. Another
challenge in feedback loops is to maintain stability in the presence of external disturbances. For this, an adaptive disturbance
observer-based SMC was recently proposed for a PEA surgical device in [8]. It can be found from the above works that feed-
back control has the ability of dealing with system uncertainties and the robustness against parameter variations to some
extent. However, when model uncertainties coupled with strong nonlinear behaviors and external disturbances in PEA sys-
tems, control gains can not always be chosen sufficiently large under feedback control alone [5]. With respect to this circum-
stances, tracking errors will be increased, and the stability of the closed-loop systems may not be guaranteed.

Alternatively, other feedback controllers with intelligent techniques have also been attempted to deal with precision
motion tracking of PEA systems. Neural-network-based adaptive controllers were tested for compensating hysteresis
induced by friction in [22,23]. However, the inherent hysteresis of piezoceramics and external disturbance were not consid-
ered. A novel neural networks based composite scheme had been proved effective to control the nonlinearities of friction and
hysteresis existed in a PEA surgical device [24]. The control law in [24] consisted of neural networks based sliding mode
component and extended state observer (ESO) based component, which combined both the advantages of the feedforward
and feedback control. It should be pointed out that a main drawback of the composite scheme was the intensive computation
and limited bandwidth in real-time implementation resulted from the ESO component [25]. In addition, considering the pos-
sible parameter variation in PEA systems’ applications, singularity problem may occur from the denominator of the control
law [26]. Recently, it has been reported in [27] that a novel online neural-network-based scheme has the potential to deal
with identification and control of nonlinear systems without the singularity problem. However, it is uncertain whether the
scheme is applicable to a PEA system with inherent nonlinearities and external disturbances simultaneously.

To this end, a new online neural-network-based sliding mode control (OLNN-SMC) scheme is proposed in this paper to
design a composite controller without the singularity issue and computationally intensive disturbance observers. Firstly, a
singularity-free approach is adopted to make online identification and compensation of nonlinearities (hysteresis and fric-
tion) of a PEA system. As for the residual matching errors, unmodeled uncertainties, and external disturbances, a sliding
mode controller is then constructed to guarantee tracking errors’ convergence. Then, the feedback control gain is designed
adaptive according to a lumped disturbance such that a robust adaptive motion tracking can be achieved. Thus, the proposed
composite control law includes two parts: i) a feedforward component for cancelling of nonlinearities based on singularity-
free neural networks; ii) a feedback component for maintaining robust stability under disturbances using an adaptive sliding
mode. The stability of the proposed OLNN-SMC law is demonstrated in theory, and its effectiveness is verified through com-
prehensive experimental studies on a PEA motion platform developed in [6].

The main contribution of this work is that it not only provides a new online identification and control scheme for PEA
systems, but also induces a rigorous theoretical support for precision motion tracking of the scheme under unknown distur-
bances. Unlike existing neural-network-based schemes in [22,24,28], a singularity-free approach [27] is adopted to smooth
the online identification process. Moreover, no additional disturbance observer (DOB) as in [24] is needed for disturbance
rejection to relieve computation burden for controller hardware in practical applications. The proposed OLNN-SMC scheme
is attractive for practical uses with the characteristics as:

1) Nonlinearity model free for controller synthesis;

2) Singularity free during identification and control process;

3) Robust stability to external disturbances without using any ESO or DOB;

4) Adaptive ability to unknown disturbances and system parameter variations.

The reminder of this paper is arranged as follows. The system modeling and control problem are described in Section 2.
The neural-network-based online identification for the PEA systems is discussed in Section 3. Then, the new OLNN-SMC
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scheme and the control gain design are presented in Section 4. Controller implementation is presented in Section 5. Exper-
imental studies and comparisons are made in Section 6. Some concluding remarks are drawn in Section 7.

2. Problem formulation

Notations: In the following sections, R, R* and R" represent the real number space, positive real number space and real n-
vector space, respectively, Q. := {X|||x|| < c} denotes the ball of radius c, ||x|| is the Euclidean norm of x.

2.1. System description

In general, the model of a PEA system can be divided into a nonlinear operator cascaded with linear dynamics [5,10,11],
which is called a Hammerstein architecture as shown in Fig. 1. Nonlinearities of creep and hysteresis are hard to be charac-
terized and modeled when associated with frictions in some PEA systems like stick-slip motion stages in [6] or surgical
devices in [24].

We consider a general PEA system in Fig. 1 represented by the following dynamics as [1,24]:

mX(t) + bx(t) + kx(t) + h(t) = au(t) + d(t), (1)
where t stands for the time variable, x € R and u € R are the output displacement and input driving voltage of the PEA sys-
tem, a € R is denoted as an electromechanical ratio from u to x, X € R and X € R are the velocity and acceleration,
m e R,b € R,k € R are the effective mass, damping and stiffness coefficients, respectively. Besides, h € R denotes the nonlin-

ear effects including the creep, hysteresis, and friction, d € R represents the lumped external disturbances. It is reasonable to
assume that the terms h and d are bounded. Thus, the following assumption is imposed.

Assumption 1. All the states are bounded for a physical system, and h(t) and d(t) are bounded such that
Ih(t)] < h,|d(t)] < d, )

where the constants h € R*,d € R*.
To facilitate the online neural networks, the system in (1) is rewritten into the form,
where the time variable t is omitted for brevity, x = [x,X]" € R?, and f(x) : R? — R is the unknown continuous function which

contains both the linear and nonlinear components, i.e., f(x) = (—bx — kx — h)/m, d, =d/m and b, = a/m are the scaled
coefficient or variable in (1). It can be inferred from Assumption 1 that both f(x) and d,, are also bounded.

2.2. Control objective
According to the preliminaries, the control problem can then be formulated here. Given a desired position trajectory x4,
the control objective is to obtain precision motion tracking of x, for the system in (1) without any offline model or any dis-

turbance observer. In order to improve the robustness and adaptivity in the presence of dynamic uncertainties f(x) and
unknown disturbances d,, a robust adaptive OLNN-SMC scheme is proposed in the following Sections 3 and 4.

3. Online system identification
3.1. Online neural networks
3.1.1. Conventional NN design

For an unknown nonlinear system in (3), a conventional NN approach [22-24,28], is to adjust weights and finally obtain
proper NNs which can estimate f(x) and b,, with minimized errors as,
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Fig. 1. The Hammerstein architecture of a piezoelectric actuated system consisting of a nonlinear model cascaded with linear dynamics.
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n‘}/ionex = n‘}/ion(x —X), (4)

with
X=W'OX) + bnu +
{}é— W (x) + byu +L(x 4) ®)

where ®(x) is the NN basis vector designed by the user, W" is the ideal NN weight vector which can minimize the bounded
approximation error , X, W and b, are the estimations of x, W* and b,,, respectively, L is the observer gain selected by the
designer, W := [W,Bm] is represented as an augmented weight vector.

Through the identification process of (4), a set of proper weights and regressor can be obtained directly, which can further
be used to design feedback or feedforward controller for some certain purposes. However, it should be noted that a projec-

tion mechanism is always needed to avoid the singularity problem as 1/ (Bm> is always necessary in a feedback adaptive con-

troller design [28]. To avoid this problem, we apply the singularity-free NNs for the online identification of a PEA system as
follows.

3.1.2. Proposed online NN design
In order to develop the online NN, a reformulation should be conducted for the system in (3). Divide both the two sides of
the dynamics by b,,;, an equivalent form of the system can be obtained as,

b, X =b,' f(X)+u+b, dy. (6)

According to Lemma 4 concerning spatially localized approximation in [29], a set of proper NNs can always be found to
represent system dynamics in (6) as,

cx=WO(x)+u+§, (7)
where {, € R is a residual error which contains bounded NN approximation error and bounded external disturbance,

D(x) = [¢1(X), $5(X), ..., ¢n(%)]" € R'with n € R* is the NN basis vector designed by the user, c* is the ideal value of b,;l,
W* = [wf, w3, -+, ;] € R" is the ideal NN weights which minimize {,.

Remark 1. It should be noted that in the stage of online system identification, external disturbance is bounded for a physical
system according to Assumption 1. In this stage, only system dynamics are approximated by NNs. In the latter controller
design in Section IV, residual error due to external disturbance will be reconsidered to synthesis the adaptive sliding mode
controller.

It can be seen from (7) that derivatives of system states are needed to update NN weights if conventional design (e.g.,
[22-24,28]) of NNs are applied. However, for practical applications, high-frequency noises are always included in the mea-
sured signals, which will lead to increased noise density after the differentiation operation. For this, identification accuracy
will be reduced, and the stability of the training scheme will be threatened. In the proposed online NN design, by applying a
filtering operation, noise density can be weakened as a result of an introduced low pass filter. Thus, the proposed online NN
scheme is more robust to measurement noises compared with conventional NNs.

Define a stable low-pass filter Q = 1/(ys + 1), where y is the time constant of the filter. Filter both the two sides of (7)
using Q, the system can be reorganized as

U = WO (X) + 'R — {, == O™ + Ay, (8)

where (-); denotes the filtered signal of (-) with ();(0)=0, the argumented vectors O —[c',-W'] € R™,
¥ = [X; Op(x)] € R™, Ac = =, + €.

Remark 2. To obtain % in (8), one can filter the observed state x instead of X and conduct the following operation to
attenuate the effects of noise [27,30],

. X—X
X = f

X
ﬁ*:* y 9)

X =
where y € R* is selected by the designer according to the operation bandwidth of the system.

3.1.3. Update law design for weights of NNs
Define two auxiliary regressors M(t) € R™1V*™1 and N(t) € R™*1 in the NNs as,

ury'

M(O :0€R<n+1)x(n+])7 M:_ M + 7
©) vy

(10)
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_ ix1 N u¥uy
N0)=0cR , N 'uN+v+‘I’T‘P7 (11)
where © € R*, v € R* are positive user-defined parameters.

M and N can be viewed as the filtered results of ¥¥" and Wuy, and  is the filter parameter which determines the band-
width. Therefore, a larger 1 means a higher filter bandwidth, and faster convergence of NN weight can be achieved. However,
the updating of the NN will also be more sensible to measurement noise or external disturbance. On the contrary, if u is
small, the convergence of the NN will also be slow. Nevertheless, the NN training will be more robust to measurement noise
or external disturbance. Usually setting i = 0-1 can result in a good result. v + ¥"¥ is used for normalization to avoid dra-
matic change of the NN weights when ¥ or u is large. v is a small parameter (usually between 0.001-1, the choice of v is not
crucial to the training result of the NN) to avoid the potential singularity problem when ¥"¥ = 0.

Solve the equations of (10) and substitute (9) into (11), following results can be obtained as

t \P\{;T
M) = [ e BEE g0 12
® /0 v+ YTy (12)
w¥ (Yo Ay

N(t) = Jy e*“”)iw—uﬂldf (13)

=M(t)0" + A,
with

- t YA

A, = / enen K% g (14)
0 v+W¥Y'¥

It can be inferred from (9) that Ay, is bounded. For this, A is also bounded in (13). Define an auxiliary weight error vector
as,
=N- MO’
= MOT — A,,

[1]

(15)

with
0=0" -0, (16)
where © := [6, —W] with ¢ and W denoting the estimations of ¢* and W* in (8), ® stands for the weight estimation error

vector between ®" and @. It can be clearly seen that estimation errors of the NN weights are included in E, therefore the
learning algorithm to update the NN weights is proposed as

O — pE, 17)

where p € R" is an user-defined positive parameter. It is suggested to set it as a small value in the beginning, and then tuned
to be larger enough gradually in the experiments according to tradeoff between convergence rate and chattering.

The following Theorem 1 can be established with respect to the convergence of the proposed online NN for approximation
of the nonlinear PEA system (3).

Theorem 1. Consider the filtered online neural network in (8). If V¥ is persistently excited, then by using learning algorithm

provided in (17), the weight estimation error vector @ is ultimately uniformly bounded (UUB) and exponentially converges to a
compact set around 0.

Proof. Choose the Lyapunov function candidate as,

Vi = %@é? (18)
Applying (17), the differentiation of V; can be expressed as,
. _ ~ LT
Vi = G)@~ i B (19)
= —pOMOT + pOA,.

As ¥ is persistently excited, there exists T > 0, o > 0 such that Vt > 0 ([27,29]),

t+T
/ YW¥dr > ol. (20)
t
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Herein, it can be inferred from (12) and (20) that,

T
MO > e [l B o
> fI,

where g = e #ga, and g is introduced as the lower bound of y/ (v + ‘PT‘I-’).
Sequently, V; can be further derived as,
Vi <—pp-O0O" +p OA,
OO L2007 oL ATA
S PP OO OO gl (22)
T T
< -5 00" + ZAIA,
=-nVi+¢
where 1 := pp, ¢ := (p - ATA)/(2B). On the basis of the well-known Lyapunov stability theorem [31], it is inferred that V;
and the weight estimation error vector ® are UUB, which also indicates that W; and W, are bounded.
In addition, by solving (22), one can obtain
Vi(t) =300’ (t)

< eV (0) + @)

% b
which implies that V; (t) converges to a small residual approximation error exponentially, i.e., @ converges exponentially to a
small residual neighborhood of 0 as,

Q- {@@@T < %} (24)
Thus, Theorem 1 is proved.

Remark 3. Compared with traditional neural networks in [30,32-34], there are mainly two advantages of the adopted online
neural networks over traditional neural networks:

1) Singularity-free property during the online identification process. For a class of nonlinear systems in (3) with

unknown control gain by, a traditional strategy is to obtain an approximation b, of b,, online using an NN method,

and then a feedforward or feedback controller can be designed. However, because of the common usage of 13;11 in cal-

culating the controller, a computational singularity problem may occur in the controller implementation if B;} tends
to be quite small or even to zero in the updating process. To avoid the singularity problem, a singularity-free online NN
method is applied to approximate B;n] directly instead of the usage of a deadzone or projection mechanism;

2) Usage of lower-order system states. In conventional design of NNs, derivatives of system states are needed to update
NN weights. In practical application, high-frequency noises are always included in the measured signals, which will
lead to increased noise density after the differentiation operation. For this, identification accuracy will be reduced,
and the stability of the training scheme will be threatened. In the singularity-free NN design, by applying the filtering
operations as presented in (9), derivatives of system states are evitable. Thus, lower-order system states are required
in the adopted online NN. Moreover, the noise density can be weakened as a result of the introduced low pass filter.
Thus, the online NN scheme is more robust to measurement noises compared with conventional NNs.

4. Proposed neural-network-based sliding mode control

Recall the PEA system in (7) and take the lumped external disturbance into consideration as in (1), the system can then be
represented as,

X =WO(X)+u+cdy + , (25)

where, c*d,, stands for the external disturbance, {, is the approximation error between ideal NNs and actual dynamics. It can
be found from Assumption 1 and Theorem 1 that, the two items are bounded so than the system can be rewritten as,

Cxk=WOX) +u+d, (26)

where the lumped disturbance d; = ¢*d,, + {, with |d)| < d, € R*.
4.1. Controller design

The goal of the control scheme is to minimize the position tracking error in the presence of the lumped disturbance d, as
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e=X—Xg, (27)

where x; is the desired position trajectory.
To achieve convergence of the desired trajectory and minimize steady-state error, a proportional-derivative type sliding

function is adopted in this paper, which is defined as
og=Je+e, (28)
where 4 € R is a constant defined by the user. As (28) is continuous and differentiable, the deviation of ¢ is derived as,
c'c =cie+ce
. i . . (29)
=c/e+ (Wd+u+d)—cXy.

Making ¢ = 0 and d, = 0, and adopting the online NN regressors for the unknown system, an equivalent control input can
be calculated as
Upg = E(—2€ + Xg) — WO. (30)

To compensate the lumped disturbance d; as well as the residual error between trained NNs and ideal NNs, a switching
control input is designed as

Uy = —Ks - Sign(o) — ks0, (31)
where k; € R is the switch gain to be tuned by the user, k, € R* is an user-defined parameter.

To this end, the following theorem is proposed for the robust motion tracking of the PEA system.

Theorem 2. For a PEA system in (25), the sliding function ¢ and the motion tracking error e will converge to a compact set around
0 if the following composite control law is used

U = Ueq + Usw

PR - . (32)
=C(—2e +X4) — WO — kssign(o) — ks0,
where the gains should satisfy that k; > d;, ks € R*.
Proof. To analyze the stability of the composite control law, a Lyapunov function candidate is selected as,
w:w+%ﬁ. (33)

Then, V, can be obtained using (29) and (32) as,

V, =Vi+0-c6
=Vi+0(c+WO+u+d —ciy) .
— Vl +0- (dl + oY — kssign(O')> - k0'0-27

where Y = [Zé — X4; —®]. Note that Y is bounded for a PEA system for that all the states are bounded, i. e, | Y|| < D € R".
According to Young’s inequality, 6OY < Lo? +‘2—’é@T = 20?4 0V, Herein, combining with (22), V, can be rewritten as,

Vy < == 0)Vi = (ke — 0/2)0? + ¢ + 0 (d, — kssign(a))

< _ 35)
< —n,V2+ ¢+ o(d — ksign(o)),

where #, = min{y — 0,2}, Therefore, tune k; such that k; > d;, then V3 < =1,V + ¢. By solving this inequation, one can
obtain that,
Va(t) < e™'V5(0) + =, (36)
Up;
which implies that V,(t) converges to a small residual approximation error exponentially, and the NN weights approxima-
tion error and the motion tracking error will converge exponentially to a compact set of 0. Theorem 2 is proved.

4.2. Parameter adaptation

It can be seen from Theorem 2 that the switch gain k; should be specified in advance based on the upper bound of the
lumped disturbance d,. However, as stated in (26), this disturbance covers unmatched dynamics resulted from NN approx-
imation and external disturbance, which is complicated so that it is hard to estimate the upper bound properly. To handle
this issue, ks is always set big enough to maintain the robustness to disturbance. However, this conservative method may
result in chattering vibration and deteriorating the tracking performance subsequently.
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In this work, we consider an adaptive technology to be utilized for k;, to alleviate the problem. An auxiliary variable to

represent the estimated error of k as ks = ks — ks, where k; is the estimated gain of k;. The following Theorem can be given
for the adaptive design.

Theorem 3. For a PEA system in (25), the sliding function ¢ and the motion tracking error e will converge to a compact set around
0 if the following adaptive control law is applied

U=C-(—de+Xg) — WO — ksign(o) — k0, (37)
with the adaptive law given as
ks = oo + k,0), (38)

where o € R is the adaptive gain, k,,k, € R" are user-defined parameters.

Proof. A Lyapunov function candidate is chosen as
1 2
Vs=Vi+5 K, (39)

which will lead to

Vs = Vs + o Tkeks. (40)
Substitute (29) and (37) into (40), one can obtain

Vi< —nVo+ ¢+ ()‘(d, - I}ssign(o')> + k|| + kskyo. (41)

ote that |g| = agsign(o), thus o I—Assigna + ks|o| = o(d, — kssign(a)). Using Young’s inequality, ksk,o < % (k2 + 62),
N h | ign(o), th d—k (0)) + ks| (dy — Kk U Y lity, ksk "21§2

then V5 can be further derived as
Vs < —13Vs3 + ¢ + a(d, — kssign(a)), (42)

where 13 = min{n,,n, — %, —ok,}. As k; > dy, it can be obtained that V3 < —#,V3 + ¢ This implies that V5(t) converges to a
small residual approximation error exponentially. Thus, Theorem 3 is proved.

Due to inevitable noise existing in the experiments, undesired drifts may occur in the adaption process. To avoid this, a
dead-zone technique can be utilized to switch off the adaptive law when the tracking error is decreased below an acceptable
threshold [1]. Herein, the adaptive law is modified as

z 0, if le| <&
ks = ] 43
‘ {oc(|a| +k,0), if le| >0, (43)

where ¢ € R* is a defined threshold for tracking error. This can be treated as an error boundary which can be approached by
the proposed control scheme.
To this end, the composite control law is derived as

U= WD+ (=28 +Xy) — kesign(c) — k,0, (44)

Unn Usme

where u,, and ug,. are respectively the control signals generated by online neural networks based nonlinearity compensator

and the adaptive sliding mode controller, the weights W are updated using (17), the controller gain is adaptive using (43).
The overall control scheme is shown in Fig. 2.

Remark 4. The control schemes in [22,23] applied neural network-based adaptive techniques to compensate hysteresis
induced by friction. However, the inherent hysteresis of piezoceramics and external disturbance were not considered. Also,
the singularity problem in the online NN identification is not considered. In this scheme, the nonlinearity is compensated by
singularity-free neural networks, which is superior to the NNs in [22,23] to handle with the singularity issue during online
identification process. In addition, there are no additional disturbance observers in the proposed scheme for disturbance
rejection, thus the computation burden is relieved to some extent for the implementation of controller hardware compared
with [24].
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Fig. 2. The overall control scheme of the proposed OLNN-SMC for a PEA system.

5. Controller implementation

The experimental system adopted in this paper is depicted in Fig. 3. A custom-designed PEA stage in [6] is utilized in this
work for the verification of the proposed control scheme.

The control input voltage with a range of 0-10V is produced by 16-bit digital to analog interfaces (model: DS2102 D/A
Board, from dSPACE Co., Ltd.) of the data output module in real-time controller (model: DS1007 PPC Processor Board, from
dSPACE Co., Ltd.). A piezo amplifier module (model: ENP-151U, from ECHO ELECTRONICS Co., Ltd.) with a fixed gain amplifies
the input voltage and generates excitation voltage. The output displacement is read by a laser sensor (model: LK-H052, from
KEYENCE Co., Ltd.), and is subsequently passed to the data input module in a dSPACE control system with 16-bit analog to
digital interfaces (model: DS2002 A/D Board, from dSPACE Co., Ltd.).

The controller is designed in MATLAB®/Simulink block diagram on the host computer (running on Windows 7 and an Intel
Core 17-4770 CPU), where the Solver is chosen as fixed-step ode 4 with a step size being 0.2 ms, and then downloaded and
executed on a target dSPACE in the real-time software environment of dSPACE ControlDesk.

5.1. Controller set

To evaluate the performance of the proposed OLNN-SMC scheme, another two existing schemes are also implemented in
this paper to make fair comparisons. The controller set is arranged as: 1) Feedback Proportional-integral-derivative control
with a disturbance observer (PID+DOB) [35]; 2) Adaptive sliding mode control (ASMC) [8]; 3) The proposed OLNN-SMC in
this paper.

5.1.1. PID+DOB
For this scheme, external disturbance is observed and compensated in advance through a well-defined DOB [35]. The
transfer function T, from disturbance d to output x is derived as,
G(s)(1—-Q(s
Taxls) = e (45)
1+ C()G(s) +Q(s) (1 - GE)G(s))

where s is the frequence variable, G, Q, C are the nominal model, low-pass filter and feedback controller, respectively. It can
be seen that disturbance within the filter bandwidth can be compensated through the well-defined DOB. The control law of a
PID+DOB scheme can be given as,

Uy = kye + ki / edt + keé — d, (46)

where ky, ki, kq are the controller gains, e is the tracking error, d is the observed disturbance which is related to the iden-
tified nominal model G and the bandwidth of a low-pass filter Q. According to the nominal system, the gains are tuned using
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dSPACE

DAC Voltage
DS-2102 —»  Amplifier
- ENP-151U

AD
C < Laser Sensor

DS-2002 LK-HO052
Real-Time System .
Host PC dSPACE DS-1007 PEA Stage in [5]

Fig. 3. Experimental setup of a piezo-actuated stage developed in [6]: (a) experimental system; (b) block diagram of signal flow.

the ‘pidtune’ command in MATLAB for the feedback PID, and the bandwidth of the low-pass filter is set as 100 Hz which is
large enough to cover the operating bandwidth.

5.1.2. ASMC
For the system in (1), an ASMC control law proposed in [8] is given as

Uy = My (Xg+ Ko + Kper) + bukn + knXn
e , (47)
+1 [mxd — a8y + bX + kx — e, — K05 — Kssat(%)} ,

where, m,,, b, and k, are the parameters of a pre-defined nominal model G,, e, = x4 — X;, is denoted as the errors between the
desired output x4 and the nominal output x, of G,, e, = x — x, is the errors between the actual output x and x,, the sliding
manifold is defined as g, = é, + 4,e, with Z; € R*. K, and K, are the feedback position and velocity gains, and they are cho-
sen to eliminate servo velocity error and servo position error between the desired and nominal trajectory. Normally, they can

be primarily tuned according to the identified nominal model G and the pre-defined ideal nominal model G,. ri1, b, kanda
are the estimated values of the system in (1). K., K; are the parameters to be tuned for convergence, which are always
selected as a small value in the beginning and then tuned to be larger enough gradually in the experiments according to
the convergence rate and chattering. € € R" is a small constant, which denotes the width of the boundary layer. This is used
to stop the adaptive mechanism when the error converges to a small threshold value.

A nominal model should be first chosen as an ideal system, then feedback gains k, and k, are tuned for primary tracking.
Using the identification results, the estimated system parameters can be determined. Finally, the control gain K. and switch
gain K; in the sliding mode can be tuned to obtain acceptable transient and steady performance. Details refer to [8].

It can be seen from (46) and (47) that both the two schemes need to obtain a linear model of the system in advance. In the
experiments, the linear part of the PEA system is identified through the input-output data excited by a chirp signal between
0.01 to 100 Hz. Using the system identification toolbox in MATLAB, a linear plant is obtained as:

X+ 195.2x + 30515 = 32064u. (48)
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5.1.3. OLNN-SMC
The amount of the neurons adopted in the @ is selected as n = 8, and the activation functions are chosen as:

¢ = 1/(1 + 970'])‘)» 5 = ¢%-,

¢y = 1/(1 + 970'2)‘)» b6 = ¢§= (49)
¢3:1/(1+9_0'5X)7 ¢7 =1 b2,

$s=1/(1+€7), $g = P3 - Py

Note that the activation functions as well as neuron number can be selected according to the user’s experience or by a
trial and error approach [27,36].

Parameters in the OLNN part is suggested to be determined in the online identification process alone. Detailed steps are:
(1) Shut down the feedback SMC mechanism in the whole control scheme; (2) Feed a low-frequency harmonic control signal

to drive the system; (3) Use the updating law in (17) to train the NNs; (4) Observe the estimated control signal it = OVY and
compare it with the input control signal u; (5) Tune the parameters to minimize the errors between i and u. Based on the
authors’ experience, a tradeoff between convergence speed and oscillation should be made by tuning a proper p. It is sug-
gested that p can be initialized as a small value and be increased gradually until the NN approximation errors can be
decreased without bring severe oscillation into the system. This criterion is also applicable to the determination of the adap-
tive gain o.

After determination of the parameters in the OLNN part, the SMC mechanism can be turned on. The parameter then can
be tuned during the experiments to be larger enough gradually in the experiments according to the convergence rate and
chattering. It should be noted that the parameters k, and k, are irrelevant with the stability which can be seen from the proof
of Theorem 2 and 3, they are set as 0.5 for this case. The value of § is chosen as an acceptable threshold of the tracking error.
The filter parameter y = 1/(27 - 100) to reject high-frequency noises.

Other parameters are in Table 1. To this end, the determination and tuning of the parameters can be summarized as
below. Through simulation cases, the parameters in Table 1 can be preliminarily initialized. Subsequently, considering that
the actual experimental platform suffers from the inevitable uncertainties (i.e., system/parameter perturbation, environmen-
tal disturbance, humidity and temperature variations and so on), the parameters are tuned they can be tuned and deter-
mined elaborately and carefully by an iterative trial and error method to get the proper anticipated performance for each
specified controller in the experiments. This ensures that the comparison of outcomes achieved are suitably fair, as each
specified controller has essentially been appropriately and properly tuned.

6. Results and discussions
6.1. Online identification validation

The online identification is preliminarily conducted through feeding a sinusoidal wave (1 Hz) into the system. Results of
the converged weights are shown in Fig. 4. It can be intuitively found that the estimated weights all converge in a short per-
iod of time. Besides, the estimated ¢ is also close to the identified ¢, = m/a. The main reason for the gap between ¢ and ¢y
may be the parameter perturbation of the system. As pointed out in [4,11], variations of external environment (i.e., temper-
ature or vibration) may lead to such parameter perturbation. Herein, this is also the motivation of this work to utilize the
online identification method. For this system, the results indicate that the estimation process of the OLNN scheme is stable
so that it can be applied in further controller synthesis.

For a scenario of online identification and control for the 1 Hz sinusoidal wave, control input results are shown in Fig. 5. It
can be seen that the proposed OLNN-SMC can achieve steady online identification results and the control inputs can con-
verge to steady values within 5 periods for this case. Taking a closer look into the components in the control signal, it is found
that the feedforward compensator u,, dominates the whole control input which implies that estimated values of nonlinear-
ities are well compensated by the online NNs. The residual error due to NN approximation and external environment are
decreased by the feedback component ugy,.. Hence, the tracking performance can be improved by the cooperation of the

Table 1
Parameters of controllers.
Controller Notation Value
PID+DOB kp., ki kq.y; 0.644,101,0,1/(2m - 100)
ASMC My, bp, kn, Kp, Ky, 0.001, 1000,20000, 101, 0.644
m, b, k,a, 1,195.2,30515,32064
J2,K¢,Ks, € 300,0.1,0.01,1
OLNN-SMC TR 1/(2m-100),0.5,0.1,5000,

k. ko, 00,0 0.5,0.5,0.1,0.05
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Fig. 5. Control inputs of online identification using the proposed OLNN-SMC.

online identification and control in the proposed OLNN-SMC scheme. More tracking cases under different frequencies can be
found in the following subsections.

6.2. Control scheme validation

As aforementioned, the main goal of the proposed composite control law is to achieve precision motion tracking in the
presence of nonlinearities and to maintain robust performance under external disturbances. To validate the effectiveness of
the proposed controller, sinusoidal trajectories ranging from 0.1 to 10 Hz are used for the references. The effects of
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nonlinearity compensation and tracking precision can be studied both qualitatively and quantificationally through compar-
isons among open loop (no controller), PID+DOB, ASMC and the proposed OLNN-SMC.
For the convenience of quantificational comparison, some error indexes are defined in advance as:

el = max("‘“)}w) x 100%,

S ) xa0) (50)

€rms = N )

emax = Max(|x(i) — x4(i)]),

where eg;, e;ms and rmg are respectively denoted as the relative error of linearity, the root-mean-square (RMS) error and the
maximum tracking error, x and x, are the measured output displacement and the reference trajectory, i is the discrete index,
A is the stroke of the reference, N is the length of the data.

6.2.1. Results of nonlinearity compensation

Tracking results of sinusoidal trajectories at four frequencies are displayed in Fig. 6. A baseline which starts from the ori-
gin point with a slope of 1 is added into the figures to make direct comparisons. For the open loop scenario, obvious hystere-
sis circles can be observed in all the four tests. In addition, a drift from the baseline is mainly resulted from the creep
property. Hence, controllers are required to compensate the nonlinearities. It can be found that all the three controllers alle-
viate the effects of nonlinearities. In particular, according to the statistical results in Table 2, the relative error of linearity eg,
of the three controllers are maintained under 5% for references within 2 Hz. However, for the 10 Hz case, the ey, increases
dramatically for the controllers except the proposed OLNN-SMC. The reason for PID+DOB case lies in the restricted feedback
loop bandwidth, and it tends to be much severer when increasing the PID gains. While for the ASMC case, a nominal model is
pre-defined and utilized in the control scheme. It can be easily tracked in low frequencies, but model uncertainties may bring
bigger burden to the controller with the increase of frequency.

For the proposed OLNN-SMC scheme, the nonlinearities are well compensated through the feedforward component in the
composite control law which is based on the online trained neural networks. The residual online identification error as well
as the model uncertainty can be eliminated through the feedback sliding mode component. As a result, the errors of eg, for
these frequencies are all decreased within 5% as listed in Table 2.

2.5 25 T T T
-------- Open Loop (a) <. Open Loop (b)
~-—--PID+DOB —-—-= PID+DOB

2t ASMC 2r ASMC
g OLNN-SMC El OLNN-SMC
2 N Baseline = Baseline
= 15t = 15t
g )
g =
S 3
s 1r s 1
[a] A
= 05 3 05
& =y
= =
@) (@]

0 0

0.95 -
095 ] 105
0.5 ‘ 05 ‘ .
0 0.5 1 1.5 2 0 0.5 1 1.5 2
Reference (um) Reference (um)
2.5 T T T 2.5 r T T
--------- Open Loop © o Open Loop (]
| |--—--Pm+DOB .l ASMC
= ASMC = OLNN-SMC
2 OLNN-SMC 3 soeooo- Baseline
=R N S R Baseline =
g g
& £
o o
2 1t E
j=5) o
a) [a]
é 0.5 é 7777777777
g g
© 0
-0.5 . . -
0 0.5 1 1.5 2
Reference (um) Reference (um)

Fig. 6. Results of nonlinearity compensation for sinusoidal tracking under the controllers. (a) 0.1 Hz. (b) 1 Hz. (c) 2 Hz. (d) 10 Hz.
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Table 2
Statistical tracking errors under different controllers.
Errors Open Loop PID+DOB ASMC OLNN-SMC
er (%) 0.1Hz 45121 1.1937 1.5898 0.2563
1Hz 10.4547 2.2484 1.6171 1.0367
2Hz 13.5094 4.4370 3.0169 0.9236
10Hz 47.0483 21.2557 7.4933 1.8943
erms (pum) 0.1 Hz 0.0552 0.0026 0.0035 0.0004
1Hz 0.1233 0.0316 0.0091 0.0015
2Hz 0.1560 0.0625 0.0158 0.0018
10Hz 0.6021 0.2842 0.0481 0.0074
emax (Um) Hybrid - 0.4277 0.2687 0.0678

6.2.2. Results of sinusoidal tracking
Overall tracking view and the errors are shown in Fig. 7. It is intuitive that a best tracking performance is achieved by

using the proposed OLNN-SMC as the tracking errors are consistently smaller than other cases. Periodic errors which are pos-
itively related to the references exist in both the PID+DOB and ASMC cases. As analyzed before, the two schemes can not
handle the residual errors under the system perturbation of the entire model or partial parameters. There is also a shortcom-
ing in OLNN-SMC, i.e., the transient oscillation at the beginning of the trajectory. This is a hybrid result from the online NN
and SMC, some efforts have been made to alleviate this problem such as chattering-free SMC in [1] and composite learning
method for NN in [29]. However, this is not the emphasis of this work. We here conducted online adjustment of the param-
eters in Table 1 to obtain acceptable transient responses.

To be more specific, the RMS error of 10 Hz tracking under OLNN-SMC is 0.0074 um, which only accounts for 2.6% and
15.4% of that under PID+DOB and ASMC schemes. More detailed data of tracking errors can be found in Table 2.

6.2.3. Results of disturbance rejection
To evaluate the robustness of the three controllers, an input disturbance is added when tracking a hybrid reference with 2

and 5 Hz. The amplitudes of both the two components are set as 2 um. The disturbance is set as a step with an amplitude of 1
um, and it occurs at 2.5 s. Results of overall tracking and control inputs of the three controllers are shown in Fig. 8 and Fig. 9.

According to the results in Fig. 8, all the three control scheme can maintain robust stability for the input disturbance. for
each control scheme, it takes a short period for the system to recover from transient chattering when the disturbance comes.
Taking a closer view into the robust performance, the overall tracking errors of PID+DOB are larger than the other two
schemes in both the steady and transient periods. For the ASMC scheme, there are still some periodic steady errors along
with the time axis. Besides, the transient chattering is severer than that of OLNN-SMC. Due to the adaptive mechanism in
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Fig. 7. Tracking results of sinusoidal tracking under the controllers. (a) 0.1 Hz. (b) 1 Hz. (c) 2 Hz. (d) 10 Hz.
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Fig. 9. Control inputs of the three controllers for disturbance rejection in hybrid frequency sinusoidal tracking.

the proposed OLNN-SMC scheme, transient chattering is quickly taken out and tracking performance after the transient per-
iod recovers subsequently as that before the disturbance occurs.

The control inputs of the three controllers are depicted in Fig. 9. It can be evidently observed that control of PID+DOB
consumes more energy than the other two controllers for that the amplitudes of control inputs are larger within the whole
time period. In addition, the control perturbation is obvious when the disturbance comes. For some occasions, sudden and
large control perturbations will result in damage to physical prototypes. Chattering phenomenon can be alleviated to some
extent with the positive effect of the adaptive law in the ASMC and the proposed OLNN-SMC schemes. Hence, compared with
PID+DOB, control inputs of the ASMC and the proposed OLNN-SMC are remarkably smoother when rejecting the disturbance.
However, due to unmatched system dynamics between the actual system and the identified nominal model in the ASMC
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scheme, the generated control input of ASMC is a bit oscillating. This leads to deteriorated tracking performance when com-
pared with the proposed OLNN-SMC scheme. Herein, the results in Fig. 9 demonstrate the proposed OLNN-SMC can reject the
disturbance and improve the tracking performance effectively.

Quantitative comparations among the three controllers can be made from Table 2. The maximum transient errors under
PID+DOB and ASMC are 0.4277 um and 0.2687 pm, which are respectively 6.3 and 4.0 times as much as that of 0.0678 um
achieved by OLNN-SMC.

6.3. Discussions

The above analysis upon experimental results mainly conducted through comparisons among open loop, PID+DOB, ASMC
and the proposed OLNN-SMC. Results of the open loop demonstrated the inherent nonlinearities of the PEA system. All the
three controller can alleviate this problem to some extent. For the PID+DOB scheme, restricted bandwidth and exact model
are the two main drawbacks, which will lead to failure in high-frequency tracking. For the ASMC scheme, performance is also
deteriorated when the model and/or parameter suffers from a perturbation. Although there is an adaptive mechanism in this
scheme, perturbations will lead to severe burdens to the controller. The two issues which are also the main problems in most
relevant works [8,25,35] can be avoidable by the proposed OLNN-SMC scheme. In addition, unlike the offline trained NN for
PEA system in [14,15], the OLNN is more suitable for practical applications without any offline computation, especially in the
presence of external disturbance and large uncertainties. Through applying the singularity-free NNs, the OLNN-SMC also has
the advantage over [24] in that the convergence process is smoother.

Robustness is an important issue in practical application. Some works have studied enhanced robustness of the control
system under multifarious uncertainties or disturbances, such as communication delay [37], partially unknown and uncer-
tain multiagent systems [38] and on-line measuring error [39], etc. Unlike the above works, this paper is mainly dedicated to
improvement of robustness versus residual approximation error from the online NN and external disturbance from the envi-
ronment. Thus, adaptive sliding mode control scheme is more appropriate to merge with the online NN scheme. In the exper-
iments, there are unavoidable modeling errors and disturbances (e.g., sensor noise), and thus the robustness of the proposed
control scheme has been tested in the experiments.

To this end, the proposed OLNN-SMC scheme is attractive for applications mainly due to i) nonlinearity model free; ii)
singularity free; iii) robustness and adaptive ability to unknown disturbances. To be honest, there is also a shortcoming
in the proposed OLNN-SMC, i.e., the transient oscillation at the beginning of the trajectory. This is a hybrid phenomenon
resulted from the chattering characteristic of the online NN and SMC. Chattering effect may excite unwanted high-
frequency dynamics of the system and reduce the usable life of the actuator [1]. Fortunately, a lot efforts have been made
to alleviate this problem such as chattering-free SMC in [1,40-42], composite learning method for NN in [29], and the adap-
tive neural network control in [34,43]. The proposed OLNN-SMC can be improved further through combing with these
chattering-free techniques. However, this is not the emphasis of this work.

7. Conclusion

In this paper, a novel online neural-network-based sliding model control scheme is proposed for a class of PEA systems
with inherent nonlinearity and external disturbance. A composite control law is synthesized which contains a neural-net-
work-based feedforward component for nonlinearity compensation and an adaptive sliding-mode-based feedback compo-
nent. Experimental results have verified a better tracking performance of this scheme compared to existing PID+DOB and
ASMC. The significance of this work lies in that it not only provides a new online identification and control scheme for
PEA systems, but also includes a rigorous theoretical support for precision motion tracking of the scheme under unknown
disturbances. The experiments can be easily extended to other PEA platforms such as PEA nanopositioners, PEA surgical
devices, PEA microgrippers, etc. It is worth noting that the chattering property in current design can be alleviated using other
sliding mode functions. In addition, the tracking accuracy can be further improved by reducing the residual errors of the
online identification in Theorem 1. These are interesting topics for further studies.
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